Rapid and Automatic Zero-Offset Calibration of a 2-DOF Parallel Robot Based on a New Measuring Mechanism
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This paper deals with the rapid and automatic zero-offset calibration of a 2-DOF parallel robot using distance measurements. The calibration system is introduced with emphasis on the design of a new measuring mechanism. A simplified error model of the robot is proposed after the sensitivity analyses of source errors, based on which a zero-offset identification model is developed using the truncated singular value decomposition (TSVD) method, and then it is modified with the manufacturing and assembly errors of the measuring mechanism (MAEMM). Furthermore, an optimization approach for selecting measurement positions is proposed by considering the condition number of the identification matrix. Finally, simulations and experiments are carried out to verify the effectiveness of the zero-offset calibration method. The results show that the identification model has good identifiability and robustness, and the position accuracy after calibration can be significantly improved.
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Highlights
• A new measuring mechanism is designed for the zero-offset calibration of a 2-DOF parallel robot.
• The zero-offset identification model is truncated by the TSVD method and modified with the MAEMM.
• The measurement positions are optimized based on the condition number of the identification matrix.
• Simulations and experiments are carried out to verify the effectiveness of the calibration method.

0 INTRODUCTION

Parallel robots have been widely used in many fields. This can be exemplified by the well-known Delta robot [1], including many applications of its modified versions, [2] to [4]. In recent years, the 2-DOF translational parallel robots has drawn ongoing interest from academia and industry due to their compact configurations and high stiffness, such as the very successful 4-PP [5] and 4-PP-E [6] simple decoupled XY parallel robots with enhanced stiffness, the Diamond [7] for high speed operation and the large-workspace 2-DOF parallel robot for solar tracking systems [8].

Position errors of parallel robots are mainly caused by their zero offsets, i.e. the errors between the nominal and actual initial positions of active links (see Fig. 1), provided that adequate fundamental geometric accuracy can be achieved at the manufacturing and assembly levels, [9] and [10]. The zero offsets may be caused by the control faults, collisions, or looseness of active joints at any time in practical applications. Therefore, to ensure the position accuracy, it is necessary to eliminate the zero offsets when they occur.

It is well recognized that the zero-offset calibration, one of the kinematic calibrations, is a practical and economical way to reduce zero offsets, [11] and [12]. The zero-offset calibration pays more attention to the calibration of the zero offsets than the geometric errors. Furthermore, a fine calibration of the zero offsets is the premise to ensure the calibration accuracy of the geometric errors [13]. In general, the calibration can be implemented by four sequential processes, i.e. error modelling, measurement, identification and compensation such that the zero offsets affecting the position accuracy can be suppressed [14].

Fig. 1. Zero offsets of parallel robots; a) parallel robot with revolute joint; and b) parallel robot with prismatic joint

The methods of the zero-offset calibration can be classified into self/autonomous calibration [15] and external calibration [16]. Compared with the self/autonomous calibration that realizes the
identification of the zero offsets through minimizing the discrepancies between the measured and computed values of joint space sensors, the external calibration finishes the same work using task space sensors. Furthermore, the external calibration can be classified into the coordinate-based approach and the distance-based approach, [17] to [20]. In comparison with the coordinate-based approach, the advantage of the distance-based approach lies in that it is invariant with the chosen reference frame. Hence, it has been widely applied for the calibrations. For the data acquisition during the measurement process, it is usually implemented using a large metrology device, e.g. a laser tracker or interferometer, which is costly and inconvenient to use. Meanwhile, to ensure the identifiability, the number of measurement positions usually tends to be large, which reduces the measurement efficiency. Therefore, the problem of how to make the measurement process in a time and cost-effective manner needs to be further studied.

The identification is the kernel process of calibration, and it is usually implemented using the least square (LS) method [21]. However, if the zero offsets are identified together with too many geometric errors, it may lead to a sharp increase in the condition number of the identification matrix and thereby cause the nonlinear ill-conditioning problem for identification model. To solve this problem, the ridge estimation (RE) method and the truncated singular value decomposition (TSVD) method have been widely adopted [22] and [23]. Some studies have indicated that the TSVD has better identification accuracy than the LS does, and it is easier to implement than the RE is. Though the nonlinear ill-conditioning problem can be solved to some extent by the RE or TSVD, the problem of how to further improve the identification accuracy of the zero offsets needs to be thoroughly investigated.

This paper deals with the rapid and automatic zero offset calibration of a 2-DOF parallel robot [24]. We focus on: 1) the design of a new measuring mechanism to make the measurement process in a time and cost-effective manner; 2) the development of a simplified error model containing the zero offsets of the robot; 3) the development of an identification method to solve the nonlinear ill-conditioning problem and improve the identifiability; 4) the selection of optimal measurement positions to further improve the identifiability and the measurement efficiency. Simulations and experiments are also carried out to validate the proposed calibration method.

1 SYSTEM DESCRIPTION

As shown in Fig. 2, the 2-DOF parallel robot is revolute jointed. Driven by two active proximal links, the robot can provide its moving platform with a 2-DOF translational moving capability.

Fig. 3 shows the new measuring mechanism which mainly consists of two revolute joints, two guide rods, a shipper rod and a linear scale. The two guide rods and the linear scale are arranged in parallel and fixed on two connecting plates. The shipper rod and the reading head of the linear scale are fixed on a slider which is vertically connected to the two guide rods by linear bearings. The revolute joints 3 and 4 are fixed on the upper connecting plate and the end of the shipper rod, respectively, based on which the measuring mechanism can be connected to the base and the moving platform of the robot.

By letting the moving platform undergo several measurement positions, the distance changes between the revolute joints 3 and 4 can be automatically obtained by the reading head and then transferred into the zero-offset calibration model in the robot controller. Thus, the zero offsets can be rapidly calibrated.

2 KINEMATIC ANALYSES

The 2-DOF parallel robot can be simplified as shown in Fig. 4. In the $O$-xy coordinate system, the nominal position vector, $r = (x, y)^T$, of the reference point $P$ can be written as:

$$
r = e_i + L u_i + l w_i, \quad i = 1, 2, \quad (1)$$

---
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where \( L_i, l_i, u_i, \) and \( w_i \) are the nominal lengths and nominal unit orientation vectors of the proximal and distal links, respectively; \( e_i \) is the nominal position vector of \( A_i \); and 
\[
\begin{align*}
    u_i &= (\cos \theta_i \sin \phi_i)^T, \\
    w_i &= (\cos \phi_i \sin \phi_i)^T, \\
    e_i &= (e_{i_1} e_{i_2})^T,
\end{align*}
\]
where \( \theta_i \) and \( \phi_i \) are the nominal rotation angles of the proximal and distal links, respectively.

Taking 2-norm on the two sides of Eq. (1), the solution of the inverse positional analysis can then be expressed as:
\[
\begin{align*}
    \theta_i &= 2 \arctan \left( \frac{-C_i \sqrt{D_i^2 - E_i^2}}{D_i - E_i} \right),
\end{align*}
\]
where 
\[
C_i = -2L_i (y - e_i), \\
D_i = -2L_i (x - e_i), \\
E_i = (x - e_i)^2 + (y - e_i)^2 + L_i^2 - l_i^2.
\]
Hence, \( w_i \) and the position vector from \( O_1 \) to \( O_2 \), denoted by \( \lambda \), can be calculated as follows:
\[
\lambda = r - c - d,
\]
where \( c \) is the position vector from \( O \) to \( O_1 \); \( d \) is the position vector from \( O_2 \) to \( P \).

Subtract the two equations in Eq. (5) with each other yields:
\[
\begin{align*}
    x &= \frac{-My + S}{F},
\end{align*}
\]
where 
\[
F = 2[(e_i + L_i u_i)^T - (e_i + L_i u_i)^T] a_i, \\
M = 2[(e_i + L_i u_i)^T - (e_i + L_i u_i)^T] a_i, \\
S = \|e_i + L_i u_i\|^2 - \|e_i + L_i u_i\|^2 - (l_i^2), \\
a_i = (1 \ 0)^T, \quad a_2 = (0 \ 1)^T.
\]
Substitute Eq. (6) into Eq. (5), then the quadratic equation of \( y \) can be written as:
\[
\begin{align*}
    N y^2 + Q + R_i &= 0,
\end{align*}
\]
where 
\[
R_i = \frac{S^2}{F^2} + 2 \frac{S}{F} (e_i + L_i u_i)^T a_i + \|e_i + L_i u_i\|^2 - l_i^2, \\
N = 1 + 2 \frac{M^2}{F^2}, \quad Q_i = \frac{2MS}{F^2} + 2(e_i + L_i u_i)^T (M a_i - a_i).
\]
According to the assembly mode of the robot, the \( y \) coordinate of \( P \) can be expressed as:
\[
\begin{align*}
    y &= \frac{-Q_i}{2} \sqrt{Q_i^2 - 4NR_i}.
\end{align*}
\]
Hence, substitute Eq. (8) into Eq. (6), then the \( x \) coordinate of \( P \) can be determined.

3 ERROR MODELLING AND SENSITIVITY ANALYSES

The first-order approximation of Eq. (1) can be formulated by:
\[
\Delta r = \Delta e_i + \Delta l_i u_i + L_i \Delta u_i + \Delta l w_i + l_i \Delta w_i,
\]
where \( \Delta r = (\Delta x \ \Delta y)^T \) is the position error vector of the reference point \( P \); \( \Delta e_i = (\Delta e_i \ \Delta e_{i_2})^T \) is the position error vector of \( A_i \); \( \Delta l_i, \Delta l_i, \Delta u_i, \) and \( \Delta w_i \) are the length errors and orientation error vectors of the proximal and distal links. Furthermore, the first-order approximation of \( u_i \) can be written as:
\[
\Delta u_i = \Delta \theta_i \left( -\sin \theta_i \ \cos \theta_i \right)^T = Qu \Delta \theta_i, \quad Q = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.
\]
where \( \Delta \theta_i \) is the zero offset of the robot.

Then, taking the dot product with \( \Delta w_i^T \) on the both sides of Eq. (9) (note that \( w_i^T \Delta w_i \) yields:
\[
\begin{align*}
    w_i^T \Delta r &= w_i^T \Delta e_i + \Delta l_i w_i + L_i w_i^T Qu \Delta \theta_i + \Delta l_i.
\end{align*}
\]
For a parallel robot, its error model is usually expressed in matrix form, such that the relationship between the position error and the source errors can be directly revealed by an error transfer matrix.
According to Eq. (11), the error model of the robot can be expressed as

$$\Delta r = J' \Delta q',$$

where $J'$ denotes the error transfer matrix, and

$$J' = \begin{bmatrix} w_1 & w_2 \end{bmatrix} \begin{bmatrix} J'_1 & 0 \\ 0 & J'_2 \end{bmatrix},$$

$$\Delta q' = \begin{bmatrix} \Delta q'_1 \\ \Delta q'_2 \end{bmatrix},$$

$$J'_1 = (w'_1 Q u_1 w_{1x} w_{1y} w_{1z'} u_{1z})^{-1},$$

$$J'_2 = (w'_2 Q u_2 w_{2x} w_{2y} w_{2z'} u_{2z})^{-1},$$

$$\Delta q'_1 = (L_1 \Delta \theta_1 \Delta e_{1x} \Delta e_{1y} \Delta L_1 \Delta l_1),$$

$$\Delta q'_2 = (L_2 \Delta \theta_2 \Delta e_{2x} \Delta e_{2y} \Delta L_2 \Delta l_2)^T.$$

Since the robot has symmetrical geometry, the sensitivity analyses of the source errors can be studied by analysing the variation of $\Delta \rho_0$ ($\Delta \rho_0$ is the absolute distance error of $P_0$ and $P_0$ is the home position at which $\theta_1 = 0^\circ$ and $\theta_2 = 180^\circ$) versus the source errors within the 1st limb.

Given $L_1 = L_2 = L$, $l_1 = l_2 = l$, $e_{1z} = -e_{2z} = e$ and $e_{1y} = e_{2y} = e_y$, the nominal geometric parameters of the robot are listed in Table 1, and the results of the sensitivity analyses are presented in Fig. 5. It can be seen that the position accuracy is more sensitive to the zero offset than the geometric errors. Hence assume that the adequate fundamental geometric accuracy of the robot can be achieved, Eq. (12) can be simplified as follows:

$$\Delta r = J \Delta q,$$

where

$$J = \begin{bmatrix} w_1 & w_2 \end{bmatrix} \begin{bmatrix} w'_1 Q u_1 w_{1x} w_{1y} w_{1z'} u_{1z} \\ 0 & w'_2 Q u_2 w_{2x} w_{2y} w_{2z'} u_{2z} \end{bmatrix},$$

$$\Delta q = \begin{bmatrix} L_1 \Delta \theta_1 \\ L_2 \Delta \theta_2 \end{bmatrix}.$$

Table 1. Nominal geometric parameters [mm]

<table>
<thead>
<tr>
<th>$e_x$</th>
<th>$e_y$</th>
<th>$L$</th>
<th>$l$</th>
<th>$H$</th>
<th>$b$</th>
<th>$h$</th>
<th>$c_x$</th>
<th>$c_y$</th>
<th>$d_x$</th>
<th>$d_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>0</td>
<td>375</td>
<td>825</td>
<td>632</td>
<td>480</td>
<td>150</td>
<td>0</td>
<td>79</td>
<td>0</td>
<td>51</td>
</tr>
</tbody>
</table>

Fig. 5. Sensitivity analyses; a) variation of $\Delta \rho_0$ vs. $\Delta \rho_0$ and b) variations of $\Delta \rho_0$ vs. geometric errors

4 ZERO OFFSET IDENTIFICATION

The zero-offset identification model is developed based on two adjacent measurement positions, $P_k$ and $P_{k+1}$ (1 $\leq k \leq K-1$, and $K$ is the total number of measurement positions). As shown in Fig. 6, considering the position errors of $O_1$ and $O_2$, then $\Delta O q'_1$ and $\Delta O q'_2$ of $P_k$, denoted by $\lambda_k$ and $\rho_k$, respectively, can be expressed as:

$$\lambda_k = \lambda_k + \lambda_{k+1} = r_k - e - d,$$

$$\rho_k = \rho_k + \rho_{k+1} = r'_k - e' - d'.$$

where $\lambda_k$ and $\lambda_{k+1}$ are the length and unit orientation vector of $\lambda_k$; $\rho_k$ and $\rho_{k+1}$ are the length and unit orientation vector of $\rho_k$; $r_k$ and $r'_k$ are the nominal and actual position vectors of $P_k$; $c'$ is the position vector from $O$ to $O_1$; $d'$ is the position vector from $O_1$ to $P_k'$. Then, taking the first-order approximation of Eq. (14) yields:

$$\Delta \lambda_k \lambda_{k+1} + \lambda_k \Delta \lambda_{k+1} = \Delta r_k - \Delta r_{k+1},$$

where $\Delta \lambda_k$ and $\Delta \lambda_{k+1}$ are the length error and orientation error vector of $\lambda_k$; $\Delta r_k$ is the position error vector of $P_k$; $\Delta r_{k+1}$ is the position error vector of $P_{k+1}$; $\Delta r = (\Delta r_k, \Delta r_{k+1})^T$ is the MAEMM; and we can obtain:

$$\Delta r = \Delta c + \Delta d,$$

$$\Delta c = c' - c, \quad \Delta d = d' - d,$$

$$\Delta \lambda_k = \rho_k - \lambda_k,$$

where $\Delta c'$ and $\Delta d'$ are the position error vectors of $O_1$ and $O_2$, respectively.

![Fig. 6. Error model of the measuring mechanism](image)
\[ \lambda_k - \lambda_i = g_k' \Delta p, \]  

(21)

where \( g_k' = \hat{\lambda}_k^T (J'_k - I) \), \( I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \), \( \Delta p' = \left( \begin{array}{c} \Delta p' \\ \Delta r' \end{array} \right) \).

We can also get Eq. (22) according to \( P_{k+1} \):

\[ \rho_{k+1} - \rho_k = \hat{\lambda}_{k+1} g_{k+1}' \Delta p', \]  

(22)

\( g_{k+1}' = \hat{\lambda}_{k+1}^T (J'_{k+1} - I) \); \( \rho_{k+1} \) and \( \rho_k \) are the length and unit orientation vector of \( P_{k+1} \); \( \hat{\lambda}_{k} \) and \( \hat{\lambda}_{k+1} \) are the length and unit orientation vector of \( J_{k+1} \); \( J_{k+1} \) is \( J_{k+1} \) of \( P_{k+1} \); and \( J'_{k+1} \) is the error transfer matrix \( J' \) of \( P_{k+1} \).

Subtracting Eq. (22) with Eq. (21) leads to:

\[ (\rho_{k+1} - \rho_k) - (\hat{\lambda}_{k+1} - \lambda_i) = \left( g_{k+1}' - g_i' \right) \Delta p'. \]  

(23)

Hence, the matrix form of the identification model can be expressed as:

\[ \Delta \lambda = G' \Delta p', \]  

(24)

where

\[ \Delta \lambda = \left[ \begin{array}{c} (\rho_2 - \rho_1) - (\lambda_2 - \lambda_1) \\ \vdots \\ (\rho_{k+1} - \rho_k) - (\lambda_{k+1} - \lambda_k) \\ (\rho_1 - \rho_{k+1}) - (\lambda_1 - \lambda_{k+1}) \end{array} \right], \quad G' = \left[ \begin{array}{c} g_2' - g_1' \\ \vdots \\ g_{k+1}' - g_k' \\ g_1' - g_{k+1}' \end{array} \right]. \]

It is easy to prove that rank \((G') = 12\) if \( K \geq 13\) provided that \( \hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_{k+1} \) and \( \hat{\lambda}_K \) are not collinear, then \( \Delta p' \) can be identified using the LS method:

\[ \Delta p' = [(G')^T G']^{-1} (G')^T \Delta \lambda. \]  

(25)

The singular value decomposition method is often used to study the identifiability, by which the identification matrix \( G' \) can be rewritten as:

\[ G' = U S' (V')^T \]  

(26)

where \( U' \) and \( V' \) are \((K-1) \times (K-1)\) and 12 \times 12 matrices, respectively, and each of them is composed of a set of standard orthogonal bases; \( S' \) is a diagonal matrix composed of the singular values of \( G' \). Hence, Eq. (25) can be rewritten as:

\[ \Delta p' = \sum_{i=1}^{12} \frac{u_i}{\sigma_i} \Delta \lambda \frac{v_i}{\sigma_i}, \]  

(27)

where \( u_i \) is the standard orthogonal basis of \( U' \); \( v_i \) is the standard orthogonal basis of \( V' \); \( \sigma_i \) is the singular value of \( G' \); and \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_{12} > 0 \).

The TSVD method can be used to improve the identifiability of \( \Delta p' \) by simply truncating the summation in Eq. (27) at an upper limit \( t \leq 12 \) before the small singular values start to dominate. However, if the zero offsets are identified together with too many geometric errors, the upper limit of \( t \) will be too large and then the TSVD may be performed like the LS that cannot overcome the nonlinear ill-conditioning problem of Eq. (25). Since it has been proved in Section 3 that the position accuracy is more sensitive to the zero offset than the geometric errors, the nonlinear ill-conditioning problem can be directly solved to some extent by neglecting the identification of the geometric errors according to the TSVD method, i.e. by substituting Eq. (13) and Eq. (18) into Eq. (19), then the identification model can be degenerated into the following form:

\[ \Delta \lambda = G' \Delta p', \quad \Delta p = \left( \begin{array}{c} \Delta g \\ \Delta r_m \end{array} \right), \]  

(28)

\[ \Delta \lambda = G \Delta p, \quad G = \begin{bmatrix} g_2 - g_1 \\ \vdots \\ g_{k+1} - g_k \\ \vdots \\ g_k - g_{k-1} \end{bmatrix}, \quad \Delta p = \left( \begin{array}{c} \Delta g \\ \Delta r_m \end{array} \right). \]

(29)

where \( J_k \) and \( J_{k+1} \) are the error transfer matrix \( J \) of \( P_k \) and \( P_{k+1} \), respectively.

It can also be proved that rank \((G) = 4\) if \( K \geq 5\) provided that \( \hat{\lambda}_1, \hat{\lambda}_2, \cdots, \hat{\lambda}_{k+1} \) and \( \hat{\lambda}_K \) are not collinear. Hence, \( \Delta p \) can be calculated by

\[ \Delta p = \sum_{i=1}^{4} \left( \frac{u_i}{\sigma_i} \Delta \lambda \frac{v_i}{\sigma_i} \right), \]  

(30)

where \( u_i, v_i \) and \( \sigma_i \) are the standard orthogonal bases and singular value derived from the SVD format of the identification matrix \( G \).

Since we neglect the identification of the geometric errors, the accuracy of \( \Delta \theta \) solved by Eq. (29) may be slightly decreased even though the nonlinear ill-conditioning problem can be solved. To improve the accuracy, the following aspects are considered: (1) the source errors should be identified multiple times; (2) the measuring mechanism is used as a metrology device and its measurement accuracy can be improved with the decrease of \( \Delta r_m \); (3) \( \Delta r_m \) is independent of the source errors of the robot, and the smaller \( \Delta r_m \) the better the identifiability of \( \Delta \theta \). Based on these considerations, the identification model can be modified as follows.

For the 1st identification, we use Eq. (29) to identify \( \Delta p \); for the \( j \)th \((j \geq 2)\) identification, by modifying Eq. (20) with the former identification result of \( \Delta r_m \) as shown in Eq. (30), then the \( j \)th identification model can be redeveloped:
6 SIMULATION ANALYSES

In this section, simulations are carried out to investigate the accuracy and robustness of the zero-offset calibration method in depth.

6.1 Simulation Parameters

The given source errors are listed in Table 2. This is because: 1) the investigation of the identification accuracy requires the given values of $\Delta \theta_i$ to cover a certain range; 2) the different attainable geometric accuracies of the robot should be considered; 3) the MAEMM can be roughly measured, and $\Delta r_{MC}$ and $\Delta r_{MR}$ are about 1 mm and 0.5 mm, respectively.

Given $\Delta r_{ij} = (1.05)^j (2 \leq j \leq m)$, it can be seen from Fig. 8 that, for each simulation group, $\kappa_1$ and $\kappa_m$ both monotonically increase with the increase of $n$. Meanwhile, $\kappa_m$ is less than $\kappa_1$ corresponding to the same $n$, meaning that the identifiability can be slightly improved by using Eq. (30). Furthermore, given $\epsilon_0 = 0.01$, it can also be seen that the minimum $n$ is 3, which leads to $K = 2n = 6$ optimal measurement positions.

Based on the optimal positions, $(\lambda_k - \lambda_{k+1})$ can be obtained by the inverse positional analysis, and $(\rho_k - \rho_{k+1})$ can be derived from the forward positional model containing the source errors and considering the measurement errors. Then $\Delta \theta_i$ can be calibrated using the proposed method.

In the calibration, the measurement errors are mainly caused by the linear scale and servo motor, which can be reasonably set as follows.

Since the maximum measurement error of the linear scale is $\pm (3 + l_0/1000) \times 10^{-3}$ mm ($l_0$ is the measuring range of the linear scale and $l_0 = 350$ mm); meanwhile, the output of the reading head can be reset after each measurement, the measurement error of the linear scale corresponding to $P_k$, denoted by $\omega_k$, can be set as the Gaussian distributed error with mean 0 and variance $\omega^2$, and $\omega$ can be calculated by:

$$\omega = \frac{1}{3} \left(3 + \frac{l_0}{1000}\right) \times 10^{-3}. \quad (34)$$
can be calculated by:

\[ \eta = \frac{20}{\Delta \theta_i} \]

where \( \Delta \theta_i \) is the reduction ratio of the reducer.

The maximum number of pulse error per revolution is \( 4 \times 10^4 \), and the maximum number of pulse error per revolution is 4, the motion error of the servo motor corresponding to \( k \), denoted by \( \xi \), can also be set as the Gaussian distributed error with mean 0 and variance \( \xi^2 \), and \( \xi \) can be calculated by:

\[ \xi = \frac{1}{3} \left( \frac{4}{\eta \times 10^4} \right) \times 360^\circ, \quad (35) \]

where \( \eta = 20 \) is the reduction ratio of the reducer.

### 6.2 Simulation Results and Discussion

Given \( \mu_0 = 0.1^\circ \), the compensation value of \( \Delta \theta_i \), the absolute difference between the set and compensation values of \( \Delta \theta_i \), denoted by \( \delta \), and \( \Delta \rho_0 \) before and after calibration are listed in Table 3. It can be seen that \( \delta \) is around 0.040° in the first three groups and 0.025° in the last three groups. This indicates that the identification accuracy is invariant with the set values of \( \Delta \theta_i \) and that it can be slightly improved with the decrease of the geometric errors. Furthermore, \( \Delta \rho_0 \) can be significantly reduced after calibration, and the maximum \( \Delta \rho_0 \) after calibration is 0.434 mm in the first three groups and 0.256 mm in the last three groups.

As shown in Table 4, for each group, the maximum absolute distance error, denoted by \( \Delta \rho_{\text{max}} \), of the six optimal measurement positions can be reduced to a certain value after calibration. Since these positions are along the boundaries of the workspace where the position errors usually tend to be much larger than those of the internal positions, we can infer that the position accuracy throughout the workspace of the robot can be well improved after the calibration.

Table 5 shows the absolute differences between the set values and identification results of \( \Delta \rho_{\text{Mx}} \) and \( \Delta \rho_{\text{My}} \), denoted by \( \delta_{\text{Mx}} \) and \( \delta_{\text{My}} \), respectively. It can be seen that, similar to the identification results of \( \Delta \theta_i \), the identification accuracies of \( \Delta \rho_{\text{Mx}} \) and \( \Delta \rho_{\text{My}} \) are scarcely affected by the set values of \( \Delta \rho_0 \), while they can be slightly improved with the decrease of the geometric errors of the robot.

### Table 2. Set values of the source errors

<table>
<thead>
<tr>
<th>Group</th>
<th>Zero offset [°]</th>
<th>Geometric error [mm]</th>
<th>MAEMM [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \Delta \theta_1 )</td>
<td>( \Delta \theta_2 )</td>
<td>( \Delta \rho_0 ) (before)</td>
</tr>
<tr>
<td>1</td>
<td>2.033</td>
<td>0.333</td>
<td>10.933</td>
</tr>
<tr>
<td>2</td>
<td>-1.049</td>
<td>0.494</td>
<td>5.482</td>
</tr>
<tr>
<td>3</td>
<td>0.356</td>
<td>0.036</td>
<td>3.796</td>
</tr>
<tr>
<td>4</td>
<td>0.204</td>
<td>0.024</td>
<td>10.986</td>
</tr>
<tr>
<td>5</td>
<td>-1.025</td>
<td>0.025</td>
<td>5.5195</td>
</tr>
<tr>
<td>6</td>
<td>0.476</td>
<td>0.024</td>
<td>3.798</td>
</tr>
</tbody>
</table>

### Table 3. Simulation results of \( \Delta \theta_i \) and \( \Delta \rho_0 \)

<table>
<thead>
<tr>
<th>Group</th>
<th>Zero offset [°]</th>
<th>Compensation value [°]</th>
<th>( \delta ) [°]</th>
<th>( \Delta \rho_0 ) (before) [mm]</th>
<th>( \Delta \rho_0 ) (after) [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.033</td>
<td>0.033</td>
<td>0.333</td>
<td>10.933</td>
<td>0.402</td>
</tr>
<tr>
<td>2</td>
<td>-1.049</td>
<td>0.494</td>
<td>0.049</td>
<td>5.482</td>
<td>0.423</td>
</tr>
<tr>
<td>3</td>
<td>0.356</td>
<td>0.036</td>
<td>0.366</td>
<td>3.796</td>
<td>0.434</td>
</tr>
<tr>
<td>4</td>
<td>0.204</td>
<td>0.024</td>
<td>0.024</td>
<td>10.986</td>
<td>0.228</td>
</tr>
<tr>
<td>5</td>
<td>-1.025</td>
<td>0.025</td>
<td>0.025</td>
<td>5.5195</td>
<td>0.256</td>
</tr>
<tr>
<td>6</td>
<td>0.476</td>
<td>0.024</td>
<td>0.024</td>
<td>3.798</td>
<td>0.239</td>
</tr>
</tbody>
</table>

As shown in Table 6, of each group is about 472.50, which is almost the same as \( \kappa_m = 472.54 \) and less than \( \kappa_1 = 475.34 \) as shown in Fig. 8, further verifying that the identifiability of the identification
Fig. 9. Robustness analyses; a) group 1; b) group 2; c) group 3; d) group 4; e) group 5; and f) group 6

Further research is performed to evaluate the robustness of the identification model. The variations of the compensation value of \( \Delta \theta_1 \) and the defined compensation accuracy \( \mu \) versus \( m \) of each group are presented in Fig. 9. For each group, it can be observed that the compensation values of \( \Delta \theta_1 \) and \( \Delta \theta_2 \) both fluctuate slightly, but they can converge to different values with the increase of \( m \). Furthermore, \( \delta \) is less than 0.060° in the first three groups and 0.040° in the last three groups, and \( \mu \) of each group after its value reduces to less than \( \mu_0 = 0.1^\circ \) for the first time is between 0° to 0.1°. These observations indicate that the identification model has good robustness.

7 EXPERIMENTAL VERIFICATION

Experiments are carried out on the 2-DOF parallel robot with the repeatability of ±0.05 mm over its workspace to verify the effectiveness of the zero-offset calibration method.

Fig. 10. Experiment set-ups; a) zero offset adjustment set-up; b) calibration set-up; and c) verification set-up

As shown in Fig. 10a, in order to compare the experiments with the simulations, a digital level with the maximum observed deviation of 0.1° is used to adjust the two active proximal links to the horizontal position before each experiment, and then
$\Delta \theta_1$ and $\Delta \theta_2$ can be roughly regarded as $0^\circ$. After that, $\Delta \theta_1$ and $\Delta \theta_2$ are set as listed in the first three groups of Table 7, respectively, by driving the two active proximal links to the corresponding positions. Having built the calibration set-up as shown in Fig. 10b, the experiments of the zero-offset calibration can be implemented, and the position errors before and after calibration are measured with a LEICA AT901 laser tracker with the maximum observed deviation of 0.016 mm as shown in Fig. 10c.

Table 8. Identification results of $\Delta r_{Mx}$ and $\Delta r_{My}$

<table>
<thead>
<tr>
<th>Group</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta r_{Mx}$ [mm]</td>
<td>0.842</td>
<td>0.835</td>
<td>0.852</td>
</tr>
<tr>
<td>$\Delta r_{My}$ [mm]</td>
<td>0.592</td>
<td>0.576</td>
<td>0.583</td>
</tr>
</tbody>
</table>

Likewise, given $\mu_0 = 0.1^\circ$, the experimental results are listed in Tables 7 and 8, from which we can determine that, similar to the simulation results, the identification accuracy is invariant with the set values of $\Delta \theta_i$, and the $\Delta \rho_0$ of each group can be significantly reduced after calibration. We can also determine that the maximum $\delta$ and $\Delta \rho_0$ after calibration are 0.076° and 0.732 mm, respectively, which are slightly larger than 0.049° and 0.434 mm of the simulations. Since it has been proved via the simulation analyses that the identifiability will decrease with the increase of the geometric errors, the slight decrease of the identification accuracy in the experiments is due to the fact that the actual geometric errors of the robot are larger than those given in the simulations.

As shown in Fig. 11, in order to carry out deeper investigation on the position accuracy, the absolute distance error, denoted by $\Delta \rho$, before and after calibration of $K = 42$ evenly spaced measurement positions along the boundaries of the workspace are measured by the laser tracker, and the results are presented in Fig. 12. Furthermore, the maximum position error $\Delta \rho_{\text{max}}$ of these positions are listed in Table 9. It can be seen that the maximum position error along the workspace of each group can also be significantly reduced to less than 0.85 mm after the calibration.

![Fig. 11. The 42 measurement positions](image)

Table 9. $\Delta \rho_{\text{max}}$ before and after calibration

<table>
<thead>
<tr>
<th>Group</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \rho_{\text{max}}$ (before) [mm]</td>
<td>16.901</td>
<td>8.326</td>
<td>5.448</td>
</tr>
<tr>
<td>$\Delta \rho_{\text{max}}$ (after) [mm]</td>
<td>0.847</td>
<td>0.623</td>
<td>0.825</td>
</tr>
</tbody>
</table>

8 CONCLUSIONS

To realize the rapid and automatic zero offset calibration of a 2-DOF parallel robot, a measuring mechanism is designed, and based on which a zero-offset calibration method is proposed in this paper. Compared with large measurement devices, the measuring mechanism is more convenient to use and it can make the measurements in a time and cost-effective manner. By using the TSVD method, the nonlinear ill-conditioning problem of the identification model can be solved. The identification model modified with the former identification result of the MAEVM can help to improve the identifiability of the zero offsets. The optimization approach for selecting measurement positions is able to maximize the measurement efficiency and further improve the identifiability. The simulation and experimental results of the calibration show that the identification model has good identifiability and robustness, and the position error after calibration can be significantly reduced. The proposed measuring mechanism and zero offset calibration method are also useful for the kinematic calibration of other planar or spatial parallel robots. It should be noted that since the spatial parallel
robots usually have cylindrical workspaces, if the measuring mechanism is used for the calibration of these parallel robots, its two revolute joints should be replaced by universal or spherical joints, so that the measurement positions can be more reasonably selected in those cylindrical workspaces.
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