INTRODUCTION

Material phase change represents a major challenge in various fields (metallurgy, heat storage systems, food conservation, etc.). Each year, more than a billion tons of metals are solidified around the world, mainly ferrous alloys (steel, cast iron), and aluminium. Moreover, storing thermal energy methods used in the food and pharmaceutical industries and air conditioning are directly related to the melting and solidification phenomena. In the case of material solidification, the kinetics of the state change and, more specifically, the geometry of the interface phase transition and its evolution over time determine the structure and properties of the final state. The determination by direct measurement of the mobile interface is generally very difficult to achieve. Inverse methods are most commonly used to simulate such phenomena of phase change. The control of the solidification front of a material by simulation, for example, enables modification of its mechanical properties (hardness, toughness or mechanical strength). These properties depend mainly on the parameters used in the simulation (temperature, heat flux, the geometry of the solid/liquid interface and its velocity evolution). It is, therefore, necessary to control the solid/liquid interface in order to obtain particular desired properties.

The melting or solidification of pure substances and eutectic alloys are characterized by a well-defined melting temperature. The solid and liquid phases are well differentiated by a sharp interface.

In the case of mixtures and non-eutectic alloys, the phase change spreads out over a temperature range where the solid and liquid phases coexist. This two-phase mushy region is limited by an interface with the liquid phase at the liquidus temperature and another interface with the solid phase at the solidus temperature. The melting or solidification of pure substances and eutectic alloys are characterized by a well-defined melting temperature. The solid and liquid phases are well differentiated by a sharp interface.

In the case of mixtures and non-eutectic alloys, the phase change spreads out over a temperature range where the solid and liquid phases coexist. This two-phase mushy region is limited by an interface with the liquid phase at the liquidus temperature and another interface with the solid phase at the solidus temperature. The melting or solidification of pure substances and eutectic alloys are characterized by a well-defined melting temperature. The solid and liquid phases are well differentiated by a sharp interface.
[6] determined the boundary conditions in the process of binary alloy solidification when the temperature measurements at selected points of the cast are known. In this model of Stefan, the liquidus temperature varies with the concentration of the alloy component.

Various direct methods were also used by some authors for determining the temperature at a fixed boundary, knowing the position of a mobile interface solid/liquid [7] or for evaluating the position of one or many mobile interfaces for a given temperature [8] to [10]. Other studies on phase change on materials (PCM) were treated using cylindrical or spherical coordinates [11] to [13], by fixing the mobile front in the presence of convection [14] and increasing energy storage [15].

The position of the solid/liquid interface can be directly determined experimentally using temperature measurements [16], optical monitoring [17], x-ray [18], ultrasound [19] and [20], eddy current [21], thermoelectric [22], and electrical resistance diagnostics. Although these experimental techniques are largely used for identifying the solid/liquid interface in a phase change problem, they remain expensive and difficult to implement. Moravčík et al. treated experimentally the solidification conditions of cold worked high alloy tool steel in comparison to construction steels in quasi equilibrium state [23]. Steiner Petrovič and Šturm experimentally study the modification of a non-oriented electrical steel sheet entirely treated with antimony using a laser surface alloy [24]. Hriberšek et al. solved inverse problem for determining surface heat transfer coefficient between liquefied nitrogen and a plate of inconel 718. The design of the numerical simulation was validated experimentally [25].

Indirect identification or control of the solid-liquid interface requires a simulation of the problem and its resolution. In the case of material solidification, the phase change problem can be resolved by inverse methods, usually validated by experimental data. From a theoretical perspective, the validation of a simulation (mathematical model used) can be done using exact solutions in particular situations instead of experimental data.

In a solidification phase change process, the solid and liquid phases have different thermophysical properties. In the solid phase, the heat transfer is purely conductive. In the liquid phase, two heat transfer situations are possible. If the liquid phase is maintained at the phase change temperature as in our study case, the heat transfer is purely conductive. When the temperature of the liquid phase is greater than the phase change temperature, the heat transfer occurs by diffusion and natural convection.

The purpose of this work is to control a pure material solidification by an optimization method formulated as an inverse problem of thermal conduction. We are interested in the control of the solid/liquid interface for a pure material in one-dimensional spherical geometry considering a planar front. The control variable used is the temperature at the fixed boundary of the solid domain. The given problem data are the initial state, the desired front (planar front) evolution, and the phase change temperature. With supplementary information on the heat flux at the front deduced from a heat balance, the inverse problem resolution can be made. The thermal system of our problem is governed by the conduction equation. We introduce for this resolution the least square criteria characterizing the difference between the dynamic behaviour of the system and the corresponding developed mathematical model. We then introduce the adjoint equation for evaluating the criteria gradient. The use of an iterative algorithm based on a conjugated gradient enables to find the optimal solution. We described the problem equation with space-and-time continuous variables and the procedure for finding the criteria gradient with the corresponding adjoint equation. The numerical resolution was undertaken using the conventional finite difference method with a mobile grid related to the considered physical domain. The time variable is then discretized according to the Crank-Nicolson unconditionally stable scheme. The exposed results concern the exact built solution and the noisy exact data. In order to guaranty the well-posed problem and a stable solution for the noisy data case, Tickenov’s regularization method was used.

1 INVERSE PROBLEM FORMULATION

The equations that govern the problem for the solid and the liquid phases are presented in the following.

1.1 Solid Phase

In the solid phase, the temperature $T(r,t) \in [S_d(t), R]$ and the heat flux $\phi_s(t)$ penetrating the moving boundary $S_d(t)$ in the time interval $[0,t]$ are obtained by the resolution of the following thermal conduction equations:

$$\rho_s c_s \frac{\partial T(r,t)}{\partial t} - \lambda_s \frac{\partial}{\partial r} \left( r^2 \frac{\partial T(r,t)}{\partial r} \right) = 0, \quad (1)$$

$$T(0,t) = U(t), \quad (2)$$
\[ T(S_\rho(t),t) = T_f, \quad \text{Step (3)} \]
\[ S_\rho(t=0) = S_o, \quad \text{Step (4)} \]
\[ T(r,0) = T_o(r), \quad \text{Step (5)} \]
\[ \varphi_r(t) = \lambda \frac{\partial T(S_\rho(t),t)}{\partial r}. \quad \text{Step (6)} \]

### 1.2 Liquid Phase

In the liquid phase, the temperature \( T(r,t) \) in the interval \( [0,S_\rho(t)] \) and the heat flux \( \varphi_r(t) \) penetrating the moving boundary \( S_\rho(t) \) in the time interval \( [0,t_f] \) are obtained by the resolution of the following thermal conduction equations:

\[
\rho c_r \frac{\partial T(r,t)}{\partial t} - \frac{\lambda}{r^2} \frac{\partial}{\partial r}(r^2 \frac{\partial T(r,t)}{\partial r}) = 0, \quad \text{Step (7)}
\]
\[
T(S_\rho(t),t) = T_f, \quad \text{Step (8)}
\]
\[
\frac{\partial T(0,t)}{\partial r} = 0, \quad \text{Step (9)}
\]
\[
S_\rho(t=0) = S_o, \quad \text{Step (10)}
\]
\[
T(r,0) = T_o(r), \quad \text{Step (11)}
\]
\[
\varphi_r(t) = \lambda \frac{\partial T(S_\rho(t),t)}{\partial r}, \quad \text{Step (12)}
\]

where the variables \( r, t, \) and \( T \) in their non-dimensional forms are defined as follows:

\[
r^* = \frac{r}{R}, \quad t^* = \frac{t \cdot \lambda}{\rho \cdot c \cdot R^2}, \quad T^* = \frac{T - T_f}{T_o - T_f}, \quad \text{Step (13)}
\]

where \( T_o = T(0,0) - T(0,t_f) \).

Remark: thereafter the symbol * will be omitted.

During solidification, the heat balance (Stefan equation) at the solid/liquid interface can be expressed as:

\[
\varphi_s(t) - \varphi_l(t) = \varphi_\rho(t) = \rho L \frac{dS(t)}{dt}. \quad \text{Step (14)}
\]

In the case in which the liquid phase is maintained at the melting temperature \( T_f \), the heat flux entering the solid is:

\[
\varphi_\rho(t) = \varphi_l(t) = \rho L \frac{dS(t)}{dt}. \quad \text{Step (15)}
\]

To solve the direct problem, we need to determine \( T(r,t;U) \) and \( \varphi_r(t;U) \) from the data: \( \{t_f,S_\rho,T_o(r),T_p,S_d(t)\} \) and from the \( U(t) \) control in the interval \( (0 \leq t \leq t_f) \). If \( \varphi_p(t) \) is the prescribed flux entering the solid at the front, the inverse problem to solved is to find the control \( U^*(t) \) on \( \{0,t_f\} \) from the data set in order to obtain \( \varphi_\rho(t;U^*) \) as close as possible to \( \varphi_\rho(t) \).

![Fig. 1. Definition domain solidification process](image)

### 1.3 Assumptions

This simulation concerns a pure material where the following assumptions are usually admitted for this type of material:

- The material in each phase is homogeneous and isotropic.
- The thermo-physical properties \( (\lambda, \rho, c) \) of the material are independent of temperature, but they are different form phase to phase.
- The effect of natural convection in the liquid phase of the material is not taken into account (constant density).
- No internal heat generation and all radiation effects are neglected.
- The mould wall is considered very thin with no temperature gradient. Its thermal resistance can be neglected.

### 2 INVERSE RESOLUTION METHOD

The introduced least squares criterion \( J \) is:

\[
J(U) = \int_0^{t_f} w_i(t)(\varphi_r(t;U) - \varphi_\rho(t))^2 \, dt. \quad \text{Step (16)}
\]

The problem resolution consists in determining \( U^*(t) \) with the conditions: \( U^* \in V \), \( \forall t \in [0,t_f] \) such that: \( J(U^*) = \inf J(U) \) where \( V \) is the set of admissible solutions.

A Ribière-Polak conjugate gradient algorithm is used to calculate the time interval \( [0,t_f] \) the iterates \( U(t) \) according to the following steps:

1. Determination of \( T(r,t;U^*) \) and \( \varphi_r(t;U^*) \) as solutions of the direct problem in the solid phase.
2. Evaluation of the criterion \( J(U^*) \).
3. Resolution of the adjoint problem to calculate \( \nabla J^*(t;U^*) \), the gradient of the criterion \( J \) with respect to \( U \).
4. Solving the problem of variation to determine \( \delta T(r,t) \).
5. Determination of the iterates \( U^{n+1}(t) \) using the following equation:
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3 NUMERICAL RESOLUTION

As the solidification front is moving with time, we use the following transformation:

$$
\xi = \frac{r - 1}{S_d(t) - 1}, \quad S_d(t) \leq r \leq 1 \quad \iff \quad 0 \leq \xi \leq 1,
$$

This transformation enables obtaining a physical computation domain with a mobile mesh and to return to the natural variable \( r \) after resolution. The time variable is then discretized according to the unconditionally stable Crank-Nicolson’s finite difference scheme.

By using a three-point off-centred derivate, the discreet gradient of the criteria is given by the following equation:

$$
\nabla J(t;U) = - \frac{1}{(S_d - 1)} \left[ \frac{\partial P^k}{\partial \xi} \right]_{\text{lm}} = \frac{3P_r^k - 4P_{\text{lm}}^k + P_{\text{lm}+1}^k}{2(S_d - 1)\Delta \xi},
$$

To verify the numerical model and the control algorithm reliability, we built the following exact solution:

$$
T(r,t) = -\frac{1}{r} \left[ e^{-\frac{(0.2)^2}{r}} - e^{-0.2} \right].
$$

3.1 Case of No-Noisy Exact Data

The optimization algorithm used to determine the optimal control \( U(t) \) that ensures a desired evolution front \( S_d(t) \) was tested with and without a weighting function. When the weighting function is \( w_i(t) = 1 \), the algorithm converges but after a significant number of iterations \((n > 1000)\). Instead, the introduction of the weighting function \( w_i(t) = r^2 \) (Fig. 2a) allows the algorithm to converge more quickly after few iterations \((n = 54)\). Consequently, the weighting function has an impact on the computation time and the number of iterations. The improved results over the considered entire thermal process interval depend on the initial guess. The latter must not be chosen arbitrarily. It must belong to the domain of admissible solutions and obey the laws of heat transfer.

Figs. 2a and b show that the control \( U(t) \) the flux at the fixed boundary are obtained with high precision after a few number of iterations on 95% of the time horizon. At the remaining time, important errors appear as expected from these global optimization methods.
3.2 Case of Noisy Exact Data

To simulate these errors and generate a data flux $\phi_p(t)$ close to reality, a white noise $b(t)$ is added to the data $\phi_p(t)$ with a 5\% maximal amplitude using the following relation:

$$\phi_p(t) = \phi_p(t)_{\text{exact}} + b(t),$$  \hspace{1cm} (36)

with $b(t) = \gamma(t)(0.05)\phi_{\text{ref}}$, $\gamma(t)$ is a random variable with a uniform probability density over $[-1, 1]$ and $\phi_{\text{ref}}$ is defined as:

$$\phi_{\text{ref}} = \frac{\phi_p(t_f)_{\text{exact}} + \phi_p(0)_{\text{exact}}}{2}.$$  \hspace{1cm} (37)

Fig. 3 shows that the inverse methods are susceptible to errors. The white noise added to the data $\phi_p(t)$ caused significant oscillations on the results. The relative error on the evaluated control $U(t)$ is about 20\%. This is related to the ill-posed nature of the problem. Consequently, these results are not satisfactory. According to [26], in the case of noisy
data, the computing stop criterion must satisfy the following condition:

\[ |J(U^{n+1}) - J(U^n)| < \varepsilon, \]

where \( \varepsilon \) is the maximum amplitude of the noise.

### 3.3 Regularized Problem

In order to improve the results caused by the added white noise, the regularization method recommended by [27] was applied. It consists of adding a criterion penalty term that keeps \( U(t) \) in a function subspace and controls its variation rate. This method improves the accuracy of the \( U \) control obtained when the data are noisy.

The criterion \( J(U) \) becomes:

\[
J(U) = \int_0^T w_1(t)(\varphi_1(t;U) - \varphi_1(t))^2 \, dt + \int_0^T \eta \left( \frac{dU(t)}{dt} \right)^2 \, dt,
\]

where \( w_2(t) = (t - t_f) \) is a weighting function and \( \eta \) is a regularization parameter. After derivation, we obtain the following discrete gradient:

![Fig. 4. a) Exact control and calculated and b) exact flux and calculated (Regularized problem)](image)

![Fig. 5. a) Relative error on the control, and b) relative error on the flux](image)
\[ \nabla J(t; U) = - \frac{\partial P(L(t))}{\partial R} - 2\eta \left[ U'(t) - w_2(t)U^*(t) \right]. \quad (40) \]

The choice of parameter \( \eta \) is made heuristically by successive tests while inspecting the solution regularity.

The results obtained using Tikhonov’s method are satisfactory as shown in Fig. 4.

Fig. 5 represents the comparison of the relative error control Fig. 5a and flux Fig. 5b for no-noisy exact data, noisy exact data and those of the regularized problem. The oscillations amplitudes clearly decrease for the regularized problem. The control \( U(t) \) and the flux \( \phi(0, t) \) are stabilized over time.

4 CONCLUSIONS

An inverse method to control the evolution of the solidification front of a pure material in a one-dimensional spherical geometry problem was studied. This “ill-posed” problem was solved by using information as a prescribed flux at the front deduced from a heat balance.

It was formulated as an optimization problem in which a criterion of least squares is introduced between the model and the object. We then introduced the adjoint equation to accurately calculate the gradient criterion. The obtained equations were discretized using the finite differences classic method in a moving mesh domain. The numerical model was validated by an exact built solution. The resolution was carried out using the global conjugate gradient method. In the case of non-noisy exact data, the algorithm has enabled the rapid control determination with excellent accuracy except for the time steps near the end. The introduction of a selected initial guess has allowed the algorithm to converge more quickly. In the presence of random errors (noisy exact data case) on the prescribed flux, the used regularization method reduced their effects on the obtained control.

These obtained results constitute a good starting point for future work in which we consider the pure material solidification resolution in two-dimensional geometry and introducing convection.

5 NOMENCLATURE

\( C \) specific heat \([\text{J} \cdot \text{kg}^{-1} \cdot \text{K}^{-1}]\),
\( d \) direction of displacement,
\( J \) criteria,
\( L \) latent heat \([\text{J} \cdot \text{kg}^{-1}]\),
\( T \) temperature \([\text{K}]\),
\( P \) adjoint variable,
\( U \) control,
\( S \) position front,
\( V \) set of admissible solutions,
\( w_1, w_2 \) weighting functions,
\( R \) radial coordinate \([\text{m}]\),
\( t \) time coordinate \([\text{s}]\),
\( R \) dimensionless radial coordinate.

Greek symbols
\( \alpha, \varepsilon \) positive real numbers,
\( \zeta \) transform space coordinate,
\( \eta \) regularization parameter,
\( \lambda \) thermal conductivity \([\text{W} \cdot \text{m}^{-1} \cdot \text{K}^{-1}]\),
\( \rho \) material density \([\text{kg} \cdot \text{m}^{-3}]\),
\( \delta, \phi \) differential, heat flux.

Subscripts
\( 0,f \) initial final
\( i, k \) space time nodes index
\( s, l \) solid, liquid
\( n \) iteration number
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